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ABSTRACT
In many domains, there exist multiple ways for an agent to
achieve optimal performance. Feedback may be provided
along one or more of them to aid learning. In this work,
we investigate whether humans have a preference towards
providing feedback along one optimal policy over the other
in two gridworld domains. We find that for the domain
with significant risk to exploration, 60% of our participants
prefer to discourage the agent’s exploration along the risky
portion of the state space, while 40% state that they have no
preference. We also use the interactive reinforcement learn-
ing algorithm Policy Shaping to evaluate the performance
of simulated oracles with a number of feedback strategies.
We find that certain domain traits, such as risk during ex-
ploration and number of optimal policies play an important
role in determining the best performing feedback strategy.
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1. INTRODUCTION
In real world environments, an expert may not always be

at hand to train the behavior of a human guided learning
agent. Thus, such agents must be able to learn from feed-
back by non-expert teachers. Policy Shaping [2] attempts
to use feedback directly as policy advise and combine it
with standard reinforcement learning approaches such as
Bayesian Q-learning. Recently, Policy Shaping has been
shown to be robust to noisy and sparse human feedback
[1]. Cederborg et al. discovered that human provided cri-
tique led to better performance than the simulated teacher
on two different pac-man domains. They state that the dif-
ference in performance could be because humans seemed to
give positive feedback to any strategy that appeared op-
timal. The simulated teacher, on the other hand, had a
single fixed optimal policy that was computed beforehand.
It may also be the case that certain optimal policies can
be learnt faster and the human teachers were guiding the
agent towards them. Their experimental setup was not de-
signed to verify these conjectures, since the finding came as
a surprise. In this work, we specifically investigate whether
humans employ differing feedback strategies in two different
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gridworld domains. Knowledge of whether different people
chose different optimal policies to teach in the same domain
can be used to lend us greater insight into designing algo-
rithms learning from human critique. We conduct a user
study in which participants are asked to provide feedback
to an agent acting on a pre-determined set of policies. In a
post-study interview, we ask the users which, if any, optimal
policy they gave preference to during teaching. We find that
users do have feedback preferences in one of the domains.

The findings of the user study motivate an in-depth anal-
ysis of how learning performance is impacted by choice of
feedback strategies over multiple optimal policies. A com-
plicated task in a real-world environment will likely have
many ways of solving it. A non-expert, end user critiquing
the agent may provide feedback for all of them at the same
time. Or they may choose to ignore all but one in order to
simplify their task of teaching the agent. A human teacher
may also try to adapt their feedback to encourage more of
what the agent is already doing correctly. Our hypothesis
is that different tasks will have different optimal feedback
strategies. Therefore, an understanding of which strategies
lead to best performance in which domains is important.
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Figure 1: The gridworld domains used in user studies and
simulated experiments. The blocks domain has two identical
optimal policies while in pits one of them is clearly better for
learning in combination with a random exploration strategy.

2. RELATED WORK
Interactive machine learning is emerging as a promising

field with many useful applications. In the context of re-
inforcement learning, prior work has attempted to convert
feedback signals into rewards, akin to those coming from
the environment. However, human feedback may be noisy,
inconsistent, and not easily translated into rewards. An al-
ternative solution has been to use feedback to influence the
policy, instead of the reward signal. Policy Shaping [2] ex-
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tracts policy level information directly from feedback and
combines it with environment based signals.

This work explores the effects of using Policy Shaping
in situations where there are multiple optimal ways of be-
having. A modification to Q-learning, Q̄-learning, performs
optimally when combined with an exploration strategy [3].
John notices that paths along the wall of a gridworld can be
faster to learn as a sub-optimal move has less of a chance of
sending the agent further away from the goal. Our work ex-
plores a similar effect in the setting of learning from critique.
We try to answer the question: when there are multiple solu-
tions to a task, all equally optimal, what effect does feedback
strategy have over learning performance?

3. HUMAN FEEDBACK PREFERENCE
The goal of our user study was to determine whether peo-

ple have differing preferences over feedback strategies when
faced with multiple optimal policies in the same domain. We
recruited 10 participants, all graduate students not familiar
with this project, who were presented with an agent act-
ing on the same pre-determined policies in the pits and the
blocks domains (Figure 1). The participants were instructed
to provide positive or negative critique (Figure 2).

Figure 2: Feedback interface. The agent is represented by
the white, the goal by the green and the pits by the red
blocks. An arrow indicates the most recent action.

At the end of the study, the subjects are asked a small set
of questions about their preferred feedback strategy. In the
pits domain 6 of our participants said that they preferred
the safer path to the goal. The most common reason was
that it was “less dangerous” or it had “less chance of [the
agent] falling into the pit”. The remaining 4 said that they
had no preference over the path the agent took. They said,
“[I] wanted the agent to reach the goal as fast as possible”
or “feedback I was giving was based on its [agent’s] first
action”. Participant 6 said, “I wanted the agent to know
more than one path”. All participants said that they had
no preference between the paths in the blocks domain and
that “they looked identical”. Since users may chose different
feedback strategies depending on the domain, this leads us
to the question of how this affects learning performance. We
explore this using simulated oracles in the next section.

4. ORACLE PERFORMANCE
We study a carefully designed set of teachers that span a

range of evaluation behaviors. Automated oracles provide
feedback consistent with each behavior and allow us fine
control over its frequency. Broadly speaking, we consider
four different kinds of feedback strategies. The all policy
oracle provides positive critique along all optimal policies
while the single policy oracle does only along one. The single
path oracle provides positive critique along only one optimal
trajectory through the state space. In states not on the
trajectory, it does not provide any feedback at all. The
adaptive oracle is more likely to positively critique optimal
actions that the agent has tried before.
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Figure 3: Average rewards (1000 independent trials) ob-
tained by each oracle in the pits domain. T-tests are used
to ensure statistical significance. Risky policy and risky path
behave as single path oracles on the path along the pits.

Figure 3 shows the performance of the oracles and when
no feedback is provided (silent) in the pits domain. As ex-
pected, the safe path and safe policy oracles converge in the
least number of episodes. Interestingly, the risky path and
risky policy oracles also converge faster than the all policy
oracle. A one-sample t-test rejects the null hypothesis that
the average reward achieved by risky policy oracle is optimal
until episode 109 (p < 0.05). For all policy oracle this oc-
curs at episode 177. The risky policy oracle is curtailing the
agent’s exploration and it learns the risky policy faster than
it manages to learn a policy over the entire state space. In
a larger version of the blocks domain with wider corridors,
the single path oracle is slowest to converge (p < 0.05). This
may be due to the large number of optimal policies of which
only a single path is being critiqued.

5. CONCLUSIONS AND FUTURE WORK
In the pits domain, four of our users stated that they have

no preference over the two paths. With simulated oracles,
we have shown that in fact the all policy feedback strategy is
slower to achieve optimal reward than any of the single path
ones. In general, it may be the case that the policy which
is easiest to learn is not the one the teacher is interested in
providing feedback on. A lot of computational and human
effort may be wasted in exploring difficult to learn optimal
policies before positive results are seen. In depth exploration
of best performing teaching strategies in different domains
is a fruitful and important direction of future research.
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